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Figure 1: Our GazeMolVR setup where a remote pair, depicted as avatars, engages in real-time discussion about a protein
represented in a surface model. They utilize GazeSpotlight to share their mutual visual focus.

Abstract
Virtual Reality (VR) has significantly enhanced the visualization
of molecular structures, offering an intuitive and immersive ex-
perience. However, immersive collaborative virtual environments,
despite their benefits that can come close to physical co-location,
often lack crucial non-verbal communication cues such as gaze
awareness, essential for enriching face-to-face collaboration. This
research introduces GazeMolVR, a tool based on the UnityMol
software that enables a remote pair to collaboratively explore and
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discuss a protein’s structure and function within a VR environment.
It incorporates bi-directional eye-gaze cues through four distinct
representations—GazePoint, GazeArrow, GazeSpotlight, and Gaze-
Trail—to enhance mutual awareness of visual focus during discus-
sions. We conducted two user studies to evaluate GazeMolVR. The
first aimed to identify the most suitable gaze visualization for dis-
cussing proteins depicted in cartoon, ball-and-stick, and surface
models. The second compared the effects of bi-directional gaze
sharing during collaborative discussions to a scenario without gaze
sharing, especially in the field of structural biology. Study results
showed a preference for GazeTrail with cartoon and ball-and-stick
models, and GazeSpotlight for the surface model. Additionally, shar-
ing bi-directional eye-gaze cues significantly enhanced collabora-
tive discussions compared to not using gaze cues.
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1 Introduction
Interactive visualization of nanoscale molecular objects is pivotal
in the fields of molecular and structural biology [58, 68]. It assists
domain experts in tasks ranging from structural analysis to inter-
active drug design. Several widely used desktop-based tools for
molecular visualization exist, including VMD [48], PyMOL [21],
Chimera [76], UnityMol [67], and JSmol [44, 91]. However, viewing
3D biomolecular structures on a 2D display often lacks spatial per-
ception regarding depth, distance, and scale. This issue is further
compounded when interaction with molecular models is confined
to mouse and keyboard inputs, not only making the process less in-
tuitive but also being limited by the desktop flat screen’s restricted
field of view (FoV), which hinders a comprehensive understanding
of complex molecular landscapes. To overcome these challenges,
researchers have been exploring advanced display technologies
for many decades. These technologies include CAVEs [14] and
Stereoscopic 3D Display Walls [93] that were targeted for molecu-
lar visualization since their inception. Although these systems offer
a co-located multi-user immersive experience, they are expensive
and require specialized hardware and space for installation.

Recent advancements in virtual reality (VR) technology - in-
cluding improvements in portability, computational power, field
of view (FoV), resolution, tracking, and reduced weight - have
revolutionized the visualization of molecular structures. As a re-
sult, several molecular visualization tools for VR head-mounted
displays (HMDs) were developed [41, 50, 57, 64, 67], enabling struc-
tural biologists to immerse themselves in a virtual environment,
where direct interaction with biomolecules is not only possible but
also intuitive. This immersive approach, facilitated by modern VR
HMDs, significantly enhances comprehension of complex molecu-
lar structures and their biological properties by providing a unique,
three-dimensional perspective. Furthermore, these tools foster re-
mote collaboration, allowing experts across different disciplines to
engage in meaningful discussions about complex molecular models
within a shared virtual space.

In immersive collaborative virtual environments, which offer
benefits comparable to physical co-location [38, 79], certain non-
verbal communication cues, such as gaze awareness, are often lack-
ing. These cues are fundamental to enriching face-to-face collab-
oration by aiding in the coordination of attention. Thanks to ad-
vancements in eye-tracking technology, researchers can now share
eye-gaze cues in both co-located and remote task spaces through
immersive AR/VR displays [5, 78]. Previous studies have introduced

various gaze visualization techniques to depict eye movements, in-
cluding saccades, fixations, and joint gaze. For example, Jing et al.
[52] evaluated three bi-directional eye-gaze visualizations—Cursor
Donut (CD), Laser Eye (LE), and Trail Path (TP)—in co-located
tasks such as visual searching, matching, and puzzle-solving. They
found that all three significantly enhanced user engagement com-
pared to a no gaze-cue condition, with Laser Eye (LE) being the
most preferred. In another work [53], Jing et al. developed a 360°
panoramic mixed reality remote collaboration system for physical
tasks, sharing various gaze behavior visualizations between a local
AR user and a remote VR collaborator. In the educational domain,
Rahman et al. [80] displayed student eye gaze in a teacher’s VR
environment to identify distracted students. They evaluated six
gaze visualizations—Gaze Ring, Gaze Disk, Gaze Arrow, Gaze Trail,
Gaze Trail with Arrow, and Gaze Heatmap—finding that a short
particle trail representing eye trajectory was promising, while 3D
heatmaps were problematic for short-term visualization. Delgado
and Ruiz [22] examined virtual assembly tasks with two co-located
collaborators using AR HMDs. They evaluated three gaze visual-
izations—Constant Ray, Gaze Trigger, and Gaze Hover—finding no
clear preference among them. Furthermore, Ichino et al. [49] inves-
tigated how gaze visualizations in virtual spaces facilitate the initi-
ation of informal communication among multiple co-located users.
They evaluated three types of gaze visualizations—Arrow, Bubble,
and Miniavatar—for both one-sided and joint gaze behaviors. Their
findings indicated that Bubbles were effective for one-sided gaze,
while all three were suitable for joint gaze.

It is evident from previous research that no single eye-gaze visu-
alization technique is suitable for all types of collaborative tasks (see
Table 1); the appropriate representation truly depends on the nature
of the task itself [16–18, 66]. Additionally, the way collaborators
coordinate and focus their attention during a task is significantly
influenced by the design of gaze visualizations. To our knowledge,
no research has specifically evaluated the impact of sharing mutual
eye-gaze cues during a collaborative task where a remote pair si-
multaneously views, manipulates, and discusses the structural and
functional aspects of a biomolecular entity, such as a protein, and
its complex interactions within a VR environment. Notably, a 3D
protein structure is a dense three-dimensional information space.
Collaboratively exploring biomolecular structures and their interac-
tions in a VR environment significantly differs from the collabora-
tive tasks explored in previous studies, such as visual searching and
puzzle solving [52, 53], initiation of informal communication [49],
virtual assembly [22], and identifying distracted students [80]. For
instance, in a virtual reality environment, collaborators might begin
by examining the entire protein structure to understand its overall
shape and topology. They may then zoom in on specific regions,
such as active sites or binding pockets, for closer inspection. As the
discussion progresses, they could delve into atomic-level details,
examining individual atoms and interactions like hydrogen bonds
and van der Waals forces. Additionally, they might switch between
visualization modes—using cartoon representations to highlight
secondary structures, ball-and-stick models for atomic interactions,
surface models to illustrate the exterior, and electrostatic potential
maps to discuss charge distributions.

This research gap underscores the need to study mutual eye-
gaze sharing in the context of complex biomolecular discussions.
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It raises several interesting questions: How should eye-gaze cues
be represented during interactive molecular discussions? Is there a
preference for gaze visualizations depending on the protein repre-
sentations? Does sharing gaze cues enhance collaborative discus-
sions when analyzing specific aspects of protein structures, such
as active sites or binding interactions?

In this work, we introduce GazeMolVR, based on the UnityMol
framework [67], to enable remote pairs to collaboratively explore
and discuss protein structures and functions within a VR environ-
ment, while simultaneously sharing bi-directional eye-gaze cues
through four distinct gaze representations—GazePoint, GazeAr-
row, GazeSpotlight, and GazeTrail—to enhance mutual awareness
of visual focus, as shown in Figure 1. It is important to note that
while these gaze visualizations are not entirely novel, they have
been specifically adapted for molecular graphics, drawing on estab-
lished techniques from the literature [49, 52, 53, 80, 90]. Given that
proteins can be depicted using various models to illustrate their
complex structures and functions, our work specifically focuses
on the three most widely used representations for collaborative
discussion: cartoon, ball-and-stick, and surface models [65, 85], en-
suring relevance and applicability to common scientific practices.
To evaluate GazeMolVR, we conducted two user studies. The first
user study aimed to determine the most suitable gaze visualization
for discussing proteins in cartoon, ball-and-stick, and surface repre-
sentations, respectively. In our second user study, we compared the
effects of bi-directional gaze sharing with no gaze sharing during
collaborative discussion.

The main contributions of this paper are:
• Introducing the sharing of eye-gaze cues in a collaborative
virtual reality environment for molecular visualization.

• Presenting the results of two formal user studies. The first
study explores the interaction between protein representa-
tions and gaze visualizations, whereas the second user study
assesses whether gaze cues are beneficial during collabora-
tive discussions about a protein.

2 Related Work
Our work draws inspiration from the literature on molecular visu-
alization using AR/VR HMDs and the sharing of eye-gaze cues in
collaborative tasks, briefly reviewed in this section.

2.1 Molecular Visualization using AR/VR HMDs
Over the last decade, virtual reality has garnered significant atten-
tion for its interactive and immersive capabilities in visualizing
biomolecular structures. To date, several VR systems have been de-
veloped, which are briefly summarized herein. For a comprehensive
overview of this evolving field, interested readers are advised to
refer to the recent review article by Kut’ák et al. [61].

One of the pioneering VR applications, Molecular Rift [74], em-
phasizes the manipulation of biomolecules in 3D space using hand
tracking instead of VR controllers. However, when users interact
with molecules in VR using their hands, they do not receive any
haptic feedback. Moreover, it remains unclear which types of feed-
back would be realistic or intuitively useful for manipulating these
objects. Addressing this gap, Roebuck Williams et al. explored the
potential of pseudo-haptic feedback in molecular simulations [82].

Specialized VR tools have also emerged to tackle specific chal-
lenges in molecular visualization. For instance, BioVR [97] assists
researchers in integrating and visualizing DNA/RNA sequences
alongside their protein structures. Similarly, Kut’ák et al. et al. [60]
developed Vivern, a tool specifically for modeling and examining
DNA nanostructures in virtual reality, employing abstract visual
representations and varied color schemes to navigate the spatial
complexity of DNA origami structures. Additionally, Laureanti et
al. [63] enhanced the visualization of electrostatic potential fields
at specific protein sites by integrating Adaptive Poisson-Boltzmann
Solver (APBS) tool [34] with UnityMol’s VR interface [25]. These
systems provide powerful tools for immersive molecular visual-
ization, but they often require specific hardware setups and soft-
ware installations. In contrast, ProteinVR [8] and VRmol [95] are
web-based implementations accessible on a broad range of devices
without requiring third-party programs or plugins, offering users
the convenience of easy access.

While the previously mentioned tools focus on the visualization
and exploration of static biomolecular structures, recent advance-
ments in VR have pushed the boundaries further by integrating real-
time molecular dynamics simulations. In this context, O’Connor et
al. introduced Narupa, enabling the interactive visualization and
manipulation of molecular dynamics with atomic-level precision, a
significant leap from static structures or prerecorded trajectories
[75]. Deeks et al. [20] combined interactive molecular dynamics
in VR with free energy (FE) calculations to study protein-ligand
interactions at the molecular level. Similarly, Juárez-Jiménez et
al. developed a framework for ensemble molecular dynamics sim-
ulation in VR, allowing for the real-time exploration of protein
conformational changes over millisecond timescales [56].

Visualization of scientific data is crucial not only for scientific dis-
covery but also for communicating science to the general audience.
Bearing this in mind, researchers explored interactive molecular
illustrations in virtual reality, such as CellPAINT-VR [9, 37], im-
mersive guided tours through dense molecular environments [3],
journeys to the center of the cell [55], and LifeBrush [19]. Moreover,
Brůža et al. [7] introduced the VRdeo tool, which enables tutors
to prepare and record a VR scene with educational content that
students can later enter and explore interactively.

Beyond virtual reality, researchers also investigated the potential
of augmented reality (AR) for molecular visualization [47, 81, 99].
Müller et al. [70] evaluated the performance of various methods
for rendering the space-filling representation of molecules using
HoloLens [12]. Noizet et al. [73] augmented 3D printed molecules
with additional visual representations through the use of aHoloLens
device. A user study demonstrated that their setup significantly
facilitated co-located collaboration in an intuitive manner, as users
remained fully aware of their surroundings and could communicate
with others naturally. Although AR HMDs are excellent for co-
located collaborations, their current limitations mainly include the
field of view and graphics performance.

Most of the work described above often lacks robust support for
effective remote collaboration, with the exception of Narupa [50,
75], which enablesmultiple users tomanipulatemolecular dynamics
simultaneously in real-time. Other works, such as AMMP-Vis [10],
the multi-user VR version of ChimeraX [41, 42] and UnityMol [67],
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MolecularWebXR [13], and Nanome [57], have also attempted to
address this significant issue.

While AR/VR systems for collaborative molecular visualization
exist, none have incorporated eye-gaze cues into immersive molec-
ular discussions. GazeMolVR, presented in this paper, fills this gap
by integrating mutual eye-gaze sharing—a key non-verbal commu-
nication cue—enhancing collaboration and adding a new dimension
to molecular interaction and understanding.

2.2 Sharing Eye-Gaze Cues in Collaborative
Task Environments

Researchers explored sharing eye-gaze cues in both co-located
and remote task spaces using traditional 2D screens (e.g., desktop,
projector, large public display) and immersive technologies (AR/VR
HMDs). Table 1 provides a summary of eye-gaze cue visualizations
in various collaborative task environments.

In traditional collaborative settings with 2D displays, mutual
gaze awarenesswas used for various purposes: enhancing co-located
collaborative search tasks on a large shared display [98], inferring
remote players’ intentions in competitive strategic games [71, 72],
increasing social presence in an online cooperative game [69], com-
manding and controlling Unmanned Aerial Vehicles (UAV) [4], im-
proving communication in pair programming [15] and writing [62],
helping students achieve higher learning gains in remote teaching
[83, 84, 86, 96], and enhancing physical task performance [2, 46]. In
these works, the authors proposed several gaze visualization tech-
niques (e.g., dot, cursor, spotlight, heatmap, scan path, trail, etc.) to
represent different characteristics of eye movements (i.e., fixations,
saccades, and joint gaze) on the collaborator’s screen. The design
of gaze visualizations and the attributes of the task significantly
influenced how pairs coordinated their actions and allocated their
attention effectively [16, 17, 66].

Compared to traditional 2D displays, AR/VR HMDs enable room-
scale collaboration and offer unique capabilities for conveying spa-
tial information. With the recent availability of AR/VR headsets
with eye-tracking capabilities, there has been a growing number
of studies exploring different eye-gaze visualizations to enhance
collaboration in various tasks, including visual searching [52, 53],
initiation of informal communication [49], virtual assembly [22],
and identifying distracted students [80]. Most of these prior works
share eye-gaze in a unidirectional manner (from a local to a remote
user or vice versa), except for the works done by Jing et al. [51–54],
where the authors enabled bi-directional sharing of gaze cues in
co-located and remote mixed reality collaboration tasks, allowing
participants to see both their own and their partner’s gaze points.
Eye-gaze cues were utilized in mixed reality collaborative settings
to facilitate the communication of intentions, act as pointers for
deictic references, and enhance the sense of co-presence among
collaborators [5, 43, 78, 89].

Although prior work on mixed reality collaboration has explored
sharing eye-gaze cues for various tasks, no studies have investigated
the influence of exchanging eye-gaze cues in the context of immer-
sive molecular discussions in virtual reality. Conventional tasks,
such as visual search or virtual object assembly in mixed reality
environments, often involve objects with natural, easily identifiable
reference points, such as a wall or table. In contrast, proteins and

other biomolecular structures have complex three-dimensional ge-
ometries that lack intuitive features, making it difficult for collabora-
tors to establish common visual references. Additionally, molecular
discussions are grounded in scientific inquiry, requiring the inter-
pretation of the biological significance of these structures, which
differs from traditional collaborative tasks. These challenges make
immersive molecular discussion a unique domain. This study ex-
tends previous research by introducing GazeMolVR, which uses
bi-directional eye-gaze cues through four distinct representations
to enhance visual focus during collaborative discussions of protein
structure and function.

3 System Design
GazeMolVR is a symmetric virtual reality system designed for re-
mote collaboration between dyads of structural biologists, enabling
them to discuss protein structures, including their folding patterns,
functional sites, secondary structures, active domains, molecular
interactions, and their biological functions, without being physi-
cally co-located. In this work, we considered the three most widely
used protein representations: cartoon, ball-and-stick, and surface,
for collaborative discussion (see 3.1 for details).

Our system leverages built-in eye-trackers in VR headsets to
share gaze cues bi-directionally, allowing participants to observe
both their own and their partner’s gaze simultaneously. Users can
represent their eye-gaze through four distinct gaze visualizations:
GazePoint, GazeArrow, GazeSpotlight, and GazeTrail (see 3.2 for
details). By being mutually aware of each other’s visual focus, col-
laborators can synchronously and efficiently investigate complex
protein structures, thereby achieving a unified understanding of
diverse biological properties through collaborative interpretation.
Previous studies showed that a higher mutual awareness of visual
focus correlates with higher measures of perceived collaboration
quality and visual coordination [15, 83]. Furthermore, when users
see their own gaze, they experience confidence and certainty that
their gaze location is being accurately communicated [52–54].

3.1 Protein Representations
Protein structures are complex, consisting of thousands or tens of
thousands of atoms, sometimes even an order of magnitude more,
bonded together in specific arrangements. Given their nanoscopic
scale, researchers developed a variety of molecular graphics meth-
ods over the years to visualize protein structures, making it easier to
study their properties [58, 68]. Each protein representation serves
a unique purpose. In GazeMolVR, we considered three such rep-
resentations: cartoon, ball-and-stick, and surface models [65, 85].
These three representations are considered the most common pri-
marily due to their balance of simplicity, clarity, and the breadth
of information they provide for a wide range of scientific tasks in
structural biology. They each cover a broad set of needs—structural
overview, detailed analysis, and interaction focus—making them
go-to choices in most contexts, compared to other more specialized
representations, such as space-filling, wireframe, electrostatic po-
tential map, or density map, which are used for specific tasks. A
brief overview of these three representations is given below.

Cartoon: It describes a protein’s secondary structures, such
as alpha-helices, represented as coils or spirals, and beta-sheets,
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Table 1: Summary of sharing eye-gaze cues in collaborative tasks.

Author(s) Task Type Setup Platforms Eye-Gaze
Visualizations

Gaze Direction Preferred
Visualizations

Zhang et al. [98] Collaborative
visual search

Co-located with 2
collaborators

Large shared
display

Cursor, Trajectory,
Highlight, and
Spotlight

Uni-directional Highlight and
Spotlight
conditions

Atweh et al. [4] UAV search and
rescue command-
and-control tasks

Co-located with 2
collaborators

Desktop - Desktop Fixation Dot and
Fixation Trail

Uni-directional Fixation Trail

Newn et al. [72] Competitive
strategy games

Remote with 2
collaborators

Desktop - Desktop Dot, Cursor,
Spotlight, Fixation,
Scanpath, Fixation
Trail, Heatmap,
Convex Hull, and
Bee Swarm

Uni-directional Heatmap

D’Angelo and
Begel [15]

Pair programming Remote with 2
collaborators

Desktop - Desktop A vertical bar on
the left margin

Uni-directional Proposed gaze
visualization than
no gaze condition

Kütt et al. [62] Collaborative
writing

Remote with 2
collaborators

Desktop - Desktop Circle, Highlighted
Block, Vertical Bar,
and Gradient
Visualization

Uni-directional Gradient
Visualization

Akkil et al. [2] Collaborative
physical tasks

Remote with 2
collaborators

Desktop - Projector Spotlight Uni-directional Gaze Spotlight
than camera-based
interface

Rahman et al. [80] Identifying
distracted students
in educational VR

Pre-recorded VR
scene with 5
Students and 1
Teacher

VR HMD Gaze Ring, Gaze
Disk, Gaze Arrow,
Gaze Trail, Gaze
Trail with Arrow,
and Gaze Heatmap

Uni-directional Gaze Trail

Delgado and Ruiz
[22]

Virtual assembly
tasks

Co-located with 2
collaborators

AR HMD - AR
HMD

Constant Ray, Gaze
Trigger, and Gaze
Hover

Uni-directional No preference for
any gaze condition

Ichino et al. [49] Initiation of
informal
communication in
3D virtual spaces

Co-located with 2
collaborators

VR HMD - VR
HMD

Arrow, Bubble, and
Miniavatar with
one-sided and joint
gaze behaviors

Uni-directional Bubbles for
one-sided gaze; all
three for joint gaze.

Jing et al. [52] Visual searching
and matching of
pictographic
symbols and
puzzle solving

Co-located with 2
collaborators

AR HMD - AR
HMD

Cursor Donut,
Laser Eye, and
Trail Path
augmented with
gaze behavioural
states

Bi-directional Laser Eye
condition

Jing et al. [53], Jing
et al. [54]

Visual-searching of
abstract symbols in
a physical
workspace

Remote with 2
collaborators

AR HMD - VR
HMD

Gaze Cursor and
Gaze Ray
augmented with
gaze behavioural
states

Bi-directional Proposed gaze
visualization than
no gaze condition

GazeMolVR Discussing
molecular
structures and
functions in VR

Remote with 2
collaborators

VR HMD - VR
HMD

GazePoint,
GazeArrow,
GazeSpotlight, and
GazeTrail

Bi-directional GazeTrail for
cartoon and
ball-and-stick
models;
GazeSpotlight for
surface model.

depicted as arrows or flat strands (see Figure 2). This method of-
fers a simplified overview of the protein’s overall folding pattern

and structural motifs. It effectively highlights the protein’s back-
bone and three-dimensional shape, enhancing understanding of its
structure-function relationship.
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Ball-and-Stick: In this model, atoms are represented as balls,
and covalent bonds between these atoms are represented as sticks
connecting the balls (see Figure 3). It provides detailed insights
into molecular geometry and atom-level connectivity, offering a
visually complex but information-rich representation. The size of
the balls representing the atoms is scaled in order to ensure the
visibility of the bonds (sticks) and prevent the model from becoming
overcrowded, particularly with larger molecules. This representa-
tion is preferred for in-depth molecular studies, including chemical
reactions, bonding arrangements, and precise spatial relationships.

Surface: This model highlights the protein’s exterior surface,
emphasizing features such as grooves and pockets vital for under-
standing molecular interactions (see Figure 4). By color-coding the
surface to denote properties like hydrophobicity and electrostatic
potential, it aids in identifying potential binding sites for various
molecules, including ligands, ions, and small proteins. This is key
for insights into protein-ligand interactions and docking processes.

It’s important to note that molecular visualization software ef-
fectively scales protein sizes from nanometers to a visible scale.
This adjustment allows for the detailed examination and interactive
analysis of structures that would otherwise be too small to see.

3.2 Eye-Gaze Visualizations
This section outlines the techniques employed to visualize eye-gaze
cues in GazeMolVR, along with the design principles that informed
their development.

3.2.1 Design Requirements for Visualizing Gaze Cues. Drawing
on prior research [52, 53, 90] and user feedback gathered through
iterative prototyping of GazeMolVR, we considered the following
design requirements for visualizing eye-gaze cues during molecular
discussions in a collaborative virtual environment.

Design Requirement 1: Subtlety and Precision. Given that gaze
is fast-moving and never entirely still, eye-gaze cues in molecular
graphics should be both subtle and precise. Subtlety ensures visual
cues remain small and unobtrusive, guiding user attention without
overwhelming the visual field. Precision is essential for accurately
representing the user’s gaze location, which is critical for identify-
ing specific atoms or bonds within the molecular structure. This
combination allows a cleaner, more intuitive interface, enhancing
collaborative discussions by effectively communicating visual focus
without distraction.

Design Requirement 2: Real-time Immediate Referencing of Visual
Focus. To facilitate synchronized and fluid molecular discussions
in VR, it is essential to implement eye-gaze cues that allow for
real-time, immediate referencing of visual focus on the 3D protein
structure without delay. For instance, while real-time heatmap vi-
sualization is favored in competitive gaming [72], our prototyping
revealed that using heatmap visualization on a protein structure
in a dynamic VR discussion session takes some time to ‘heat up’
(show higher focus areas) and ‘cool down’ (show less focus) based
on user attention. This could lead to delays in real-time interac-
tions and might not provide the instant feedback needed in such
a collaborative setting. Furthermore, we noticed that the heatmap
can be distracting, as its colors continuously change from cool

to warm hues to indicate gaze focus. Consequently, we excluded
heatmap-like visualization from our system.

Design Requirement 3: Minimize Visual Clutter. Ensuring a clear
and focused interface requires minimizing visual clutter in eye-gaze
visualizations. Excessive visual elements can overwhelm users, mak-
ing it difficult to filter out irrelevant information, which increases
cognitive load and leads to confusion and frustration. For exam-
ple, the virtual gaze ray, another common method for representing
eye-gaze cues [52–54], was sometimes confused with rays from
handheld controllers during our pilot testing. The gaze ray indicates
attention and focus, while the controller ray is used for pointing,
selecting, or manipulating the protein model. Users felt that an
excess of rays led to visual clutter, overwhelming the interface and
diminishing the collaborative experience’s effectiveness. To main-
tain a clean, user-friendly interface in GazeMolVR, we made the
design decision to exclude the gaze ray visualization.

Design Requirement 4: Consistency Across Representations and
Distinct Color Coding. To ensure effective eye-gaze visualization in
collaborative sessions, it is important to maintain consistency in the
design of gaze cues across different protein representations, such
as cartoon, ball-and-stick, and surface models. This consistency
ensures that each visualization technique functions effectively re-
gardless of the protein model being used. Additionally, distinct color
coding should be employed to differentiate between the gaze cues
of different collaborators. By assigning unique colors to each col-
laborator’s gaze visualization, users can easily identify and follow
the focus of their peers, enhancing the collaborative experience.

3.2.2 Gaze Visualization Techniques forMolecular Structures. Based
on the design criteria described in 3.2.1, we developed four distinct
styles for bi-directional eye-gaze cue visualizations: GazePoint,
GazeArrow, GazeSpotlight, and GazeTrail. These styles are specifi-
cally adapted for molecular graphics by incorporating established
techniques from the literature [49, 52, 53, 80, 90]. The first three
techniques utilize point-based representations, while the last em-
ploys a trajectory-based approach. Each visualization is relatively
small within the context of the scaled-up protein model (see Fig-
ure 1). During collaborative discussions in VR, each pair uses the
same visualization technique but with distinct color coding—one in
red and the other in blue. Below are descriptions of all four eye-gaze
visualization techniques.

GazePoint: In this technique, a small sphere with a radius of
3 cm appears at the eye-gaze location on a 3D protein structure
(see Figure 2(A), Figure 3(A), and Figure 4(A)). This design offers a
simple and minimalist representation of a gaze cue, similar to an
on-screen cursor pointer on a 2D display.

GazeArrow: This method is similar to GazePoint, with the key
difference being the use of a three-dimensional arrow, to point
downwards, to indicate the current location of the eye-gaze (see
Figure 2(B), Figure 3(B), and Figure 4(B)). The arrow’s overall di-
mensions are a length of 7.5 cm, a width of 2.5 cm, and a thickness
of 1 cm. In virtual 3D environments, an arrow is often used to pin-
point the position of an object of interest. Therefore, we anticipate
that its use will naturally and effectively highlight a user’s current
gaze location. Additionally, the arrow is comparatively larger in
size than the sphere used in GazePoint.
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Figure 2: Eye-gaze visualizations for protein in cartoon model: (A) GazePoint, (B) GazeArrow, (C) GazeSpotlight, and (D)
GazeTrail.

Figure 3: Eye-gaze visualizations for protein in ball-and-stick model: (A) GazePoint, (B) GazeArrow, (C) GazeSpotlight, and (D)
GazeTrail.

Figure 4: Eye-gaze visualizations for protein in surfacemodel: (A) GazePoint, (B) GazeArrow, (C) GazeSpotlight, and (D) GazeTrail.

GazeSpotlight: This visualization technique combines Gaze-
Point with additional lighting features to enhance focus on specific
areas of a 3D protein structure (see Figure 2(C), Figure 3(C), and
Figure 4(C)). For proteins depicted using cartoon and ball-and-stick
representations, GazeSpotlight uses GazePoint as the origin for a
point light source. This light source emits white light uniformly in
all directions up to a radius of 12 cm. The intensity decreases with
distance from the source and eventually becomes zero at the outer
limit of its range, following the inverse square law where intensity
is inversely proportional to the square of the distance. For proteins
with surface representations, GazeSpotlight incorporates GazePoint
with a custom shader. This setup illuminates the protein’s surface
with white light within a 8 cm radius from GazePoint, simulating a
realistic light fall-off effect, thereby spotlighting the area under the
user’s gaze effectively.

GazeTrail: This method visualizes gaze history by aggregating
gaze points into a trail over a specific period (see Figure 2(D), Fig-
ure 3(D), and Figure 4(D)). To achieve this, we utilized a particle
system where the emitter dynamically relocates to each new gaze

point, producing particles with a lifespan of 2 seconds. Additionally,
we explored representing the gaze trail using a volumetric line.
However, through pilot testing, we realized that the particle-based
trail presents a more aesthetically pleasing effect compared to the
volumetric line approach in our molecular visualization context.
To highlight the trail’s leading edge, we employed the GazePoint
technique to denote the trail head. In our particle system, the size of
each particle diminishes progressively throughout its lifespan. Gaze-
Trail effectively captures and represents the spatial and temporal
dynamics of a user’s focus.

The initial values for the eye-gaze visualization attributes were
determined empirically to ensure that the gaze cues are clearly
visible on the protein structure from approximately 2 meters away
and remain unaffected by protein scaling. These values were used
consistently across both of our user studies. However, users can
customize these settings through the system menu to meet their
specific needs. While it is possible for the color of the gaze cues
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to occasionally match parts of the protein, as the protein is color-
coded by chain, the dynamic nature of eye-gaze behavior ensures
that users can still locate each other’s gaze cues.

4 Implementation
The system prototype, as illustrated in Figure 1, was built using
two HTC VIVE Pro Eye [11] headsets, each connected to a separate
PC equipped with an Intel Core i7-11800H CPU, 32GB RAM, and
an NVIDIA RTX 3080 GPU, all running on Windows 11 OS. Our
collaborative VR application was developed using the Unity 3D
game engine (version 2019.4.40f1). In our application, we utilized
the VIVE Input Utility (VIU) toolkit [24] for VR interactions, the
SRanipal SDK [23] (version 1.3.6.8) to capture eye-tracking data
from the headset, the Photon PUN 2 library [39] and Photon Voice 2
library [40] to integrate multiplayer features and high-quality, low-
latency voice chat, respectively, and UnityMol [33] for biomolecule
visualization. Participants, represented by avatars in the virtual en-
vironment, could join remotely to engage in collaborative molecular
discussions, navigating the space through teleportation. Further-
more, we applied a moving average filter on top of the eye tracker’s
already lightly filtered data to reduce the jittery motions that nat-
urally arise from the participant’s eye movements. This approach
gave all four eye-gaze representations a hovering effect when a
user’s gaze shifts across different parts of the 3D protein structure.

5 User Study - I
Our first study aims to identify the most suitable eye-gaze visual-
ization method—GazePoint, GazeArrow, GazeSpotlight, or Gaze-
Trail—for discussing proteins depicted with cartoon, ball-and-stick,
and surface models, respectively.

5.1 Participants
In our experiment, we recruited 20 unpaid participants (P1-P20),
comprising 13 males and 7 females, with ages ranging from 24 to 40
years (mean = 29.55, SD = 5.29). All participants were engaged in ad-
vanced studies, either as PhD students or postdoctoral researchers,
specializing in biochemistry, with a focus on structural, theoretical,
and computational aspects. They regularly used various molecular
visualization tools such as VMD [48], Chimera [76], and PyMOL
[21] on their computers for visualizing molecular structures, den-
sity maps, and trajectories from molecular dynamics simulations.
Regarding their experience with AR/VR technology, 15 participants
were beginners, having played some games in virtual reality, while
the remaining five had no prior experience. All had either normal
or corrected-to-normal vision.

5.2 Study Design
The study utilized a within-subjects design with 12 conditions
across 3 types of protein representations and 4 eye-gaze visualiza-
tions. We pre-recorded GazeMolVR scenes for each condition, with
each recording lasting approximately 2 minutes. In these record-
ings, an instructor discussed the structure and biological function
of various proteins, emphasizing how their unique structural fea-
tures facilitate diverse biological processes. Given that there were
4 types of eye-gaze visualizations for each type of protein represen-
tation, we selected four different proteins for each category for our

recordings. For the cartoon representation, our focus was on the
following proteins: Multiple C2 Domains and Transmembrane Re-
gion Proteins (MCTPs), consisting of 37,881 atoms [87]; Mitofusin
Fzo1, with 24,650 atoms [92]; NOX2-p22phox complex, contain-
ing 6,098 atoms [1]; and the PvdRT-OpmQ Efflux Pump, compris-
ing 55,542 atoms [88]. The ball-and-stick representation featured
the GABA-A alpha1-beta2-gamma2 receptor (17365 atoms) [32]
and its interactions in various complexes with bicuculline (17407
atoms) [26], GABA-flumazenil (17387 atoms) [28], and the Erwinia
chrysanthemi bromoflurazepam complex (25120 atoms) [35]. Lastly,
for the surface representation, we considered the GABA-A alpha1-
beta2-gamma2 receptor’s interaction with GABA and four specific
molecules: propofol (17415 atoms) [27], etomidate (17426 atoms)
[29], phenobarbital (17399 atoms) [30], and diazepam (17470 atoms)
[31]. These proteins were selected to match the area of work and
expertise of the researcher who acted as a teacher in our record-
ings, ensuring a realistic use case, but there were no restrictions on
which proteins could be considered for this experiment. Before the
start of each recording, the instructor adjusted the scale, orienta-
tion, and position of the protein in VR using handheld controllers.
Each protein representation was color-coded by chain. During the
recording, the instructor looked at different parts of the 3D protein
structure using eye-gaze while talking about its various biological
properties and functions, with no controller-based pointing being
used. As the instructor described a protein, the transformation of
the VR headset and controllers, the eye-gaze position, the verbal
description, and the protein’s transformation were recorded. It is
important to note that the instructor’s eye-gaze was visualized
using GazePoint during all 12 pre-recordings. Since the eye-gaze
position was recorded, the gaze visualizations could be interactively
changed during the replay of those pre-recordings. This approach
resulted in a total of 48 pre-recordings, as we applied each of the 4
eye-gaze visualizations to the 12 proteins, thus creating 4 unique
recordings for each protein.

In our study, each participant experienced 3 x 4 = 12 conditions,
combining three protein representations (cartoon, ball-and-stick,
and surface) with four eye-gaze visualizations (GazePoint, GazeAr-
row, GazeSpotlight, and GazeTrail). During the experiment, the or-
der of specific proteins within each protein representation category
was consistent for all participants. To ensure an unbiased assess-
ment, we counter-balanced the two independent variables (protein
representation types and eye-gaze visualization techniques) using
a Balanced Latin Square method. There was one trial per condition,
resulting in a total of 12 trials per participant.

Overall, our pre-recorded VR sessions guaranteed that each par-
ticipant received the same information and visual stimuli, essential
to compare the impact of the four eye-gaze visualization techniques
on protein structure comprehension. By selecting different proteins
for each representation type, we guaranteed variety in the study
material, further minimizing variables that could affect the study’s
outcome and ensuring a controlled evaluation environment.

5.3 Study Procedure, Task, and Measures
Participants were welcomed upon arrival at our lab, where they
were asked to read and sign a consent form, and fill out a pre-study
questionnaire, to gather demographic information and their prior
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experience with AR/VR technology. They were then introduced
to the VR setup and the objectives of the experiment. We assisted
participants in wearing the HTC VIVE Pro Eye headset comfortably
and guided them through the eye-tracking calibration process to
adjust for their personal interpupillary distance. Each participant
went through a training phase before starting the actual experiment.
In both phases, they replayed pre-recorded 3D scenes in which the
instructor was represented using an avatar with two controllers.
Participants could see their own eye-gaze represented in blue and
the instructor’s in red. They were instructed to stand side-by-side
with the avatar to ensure they shared a similar viewpoint, making
it easier to follow the instructor’s focus on the complex 3D pro-
tein structure. Without this arrangement, participants might not
only focus on different parts of the protein during the tutorials
but also struggle to align their perspective with the instructor’s,
potentially leading to misunderstandings or missed details in the
explanation. Their task was to attentively listen to the instructor’s
verbal description of the protein while simultaneously following
the instructor’s gaze on the 3D protein structure to fully compre-
hend the content. The instructor’s dynamic gaze cue referred to
points of interest on the protein, directly linked to the verbal expla-
nation. Since pausing or rewinding the tutorial was not allowed,
participants couldn’t revisit missed sections if they didn’t pay at-
tention. Therefore, closely following the instructor’s gaze from the
beginning was crucial to understanding the content being discussed.
Participants were encouraged to imagine themselves as students
in a remote collaborative VR discussion session with their instruc-
tor, aiming to understand a protein’s structure and its biological
functions. Participants were asked to evaluate how eye-gaze visual-
izations might help them easily understand the content and follow
the instructor’s gaze. Both eye gazes were visualized using the same
representation technique in each replay session. We also informed
them that their eye-gaze data would be recorded during the actual
experiment to measure the similarity of gaze paths between theirs
and the instructor’s. Separate pre-recorded scenes were used for
the practice phase, lasting about 15 minutes per participant.

Once participants felt ready, we began the main experiment.
Upon completion of each condition, they were asked to fill out a
NASA-TLX questionnaire [45] to assess subjective task workload.
Following the completion of all four conditions for each protein rep-
resentation type, they ranked the eye-gaze visualization techniques
based on their effectiveness in facilitating the task of following the
instructor’s tutorial and took a short break. This break allowed us
to discuss the reasons behind their preferences for gaze techniques.
Once all 12 conditions were completed, we conducted an informal
post-study interview. The entire study took an average of 80 min-
utes to complete. It was conducted in accordance with the rules of
the local ethics committee of our institute, which does not require
formal approval for this type of experiment.

5.4 Results
Since none of the dependent variables (i.e., gaze path similarity,
NASA-TLX, and eye-gaze visualization rankings) met the ANOVA
assumptions of normality and equal variances, we applied a 3x4
Aligned Rank Transform (ART) for nonparametric factorial analysis

[94]. The independent variables in our analysis were protein rep-
resentations and eye-gaze visualizations. When the ART analysis
revealed a significant main effect of these independent variables,
or an interaction effect between them, we conducted post hoc pair-
wise comparisons using the Holm correction method. The ART
analysis was performed using the ARTool1 package in RStudio2.
For all significance tests, we set a threshold of 𝛼 = 0.05, the standard
for indicating statistical significance.

5.4.1 Gaze Path Similarity. Gaze path similarity plays a pivotal
role in our study as it assesses how closely participants’ gaze paths
aligned with the instructor’s during the VR tutorial. This metric
reflects how effectively participants followed and focused on the
protein structures emphasized by the instructor. A high similarity
suggests successful tracking of the instructor’s attention, which is
crucial for understanding the protein’s structural and functional
characteristics. Conversely, divergence in gaze paths indicates that
the eye-gaze visualizations may not have sufficiently supported
participants in following the instructor’s gaze, potentially causing
them to miss key information.

To quantify this similarity, we employed the dynamic time warp-
ing (DTW) algorithm, a common technique used in the literature
for finding similarities among eye-gaze scanpaths [36, 59]. A lower
DTW distance indicates a higher degree of alignment between the
participant’s and the instructor’s gaze paths, capturing both spatial
and temporal similarities. The ART analysis revealed a significant
main effect of protein representation on gaze path similarity (F2,209
= 252.91, 𝑝 < 0.001), as depicted in Figure 5. Pairwise comparisons
revealed that the cartoon representation exhibited a significantly
higher DTW distance (Mean = 1555.47, SD = 54.41) compared to
both the ball-and-stick (Mean = 832.67, SD = 79.86) and surface
(Mean = 382.24, SD = 49.72) models. Furthermore, the ball-and-stick
model also showed a significantly higher DTW distance than the
surface model. The results showed no main effect of eye-gaze visu-
alizations (𝑝 = 0.25) and no significant interaction effects between
protein representations and eye-gaze visualizations (𝑝 = 0.67).

5.4.2 NASA-TLX. The overall NASA-TLX scores for all eye-gaze
visualizations under each protein representation are presented in
Figure 7, 8, and 9 respectively.

The ART analysis showed that performance was significantly
influenced by protein representations (F2,209 = 4.64, 𝑝 = 0.01) and
eye-gaze visualizations (F3,209 = 3.93, 𝑝 < 0.01), with no interaction
(𝑝 = 0.14). The surface model significantly outperformed both
cartoon (𝑝 = 0.04) and ball-and-stick (𝑝 = 0.02) models. GazeTrail
was significantly more effective than GazePoint (𝑝 < 0.01).

No significant effects were observed for physical demand re-
garding protein representations (𝑝 = 0.25), eye-gaze visualizations
(𝑝 = 0.36), or their interaction (𝑝 = 0.36).

Temporal demand was significantly affected by protein repre-
sentations (F2,209 = 3.27, 𝑝 < 0.05) and eye-gaze visualizations
(F3,209 = 3.91, 𝑝 < 0.01), with no interaction effect (𝑝 = 0.72). The
ball-and-stick model was found to increase temporal demand over
the surface model (𝑝 = 0.03), and GazePoint was more demanding
than GazeTrail (𝑝 < 0.01).

1https://depts.washington.edu/acelab/proj/art/
2https://posit.co/products/open-source/rstudio/

https://depts.washington.edu/acelab/proj/art/
https://posit.co/products/open-source/rstudio/
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Figure 5: Mean DTW distance values for each protein repre-
sentation type across all four eye-gaze visualizations. Error
bars represent standard deviation.

Figure 6: Mean ranking score on a scale of 1 to 4 for all eye-
gaze visualizations for each protein representation; the lower
the score, the higher the preference. Statistical significances
are marked with stars (***: 𝑝 < 0.001, **: 𝑝 < 0.01, and *:
𝑝 < 0.05). Error bars represent standard deviation.

Protein representations had a significant impact on mental de-
mand (F2,209 = 11.24, 𝑝 < 0.001), while eye-gaze visualizations did
not show a significant effect (𝑝 = 0.13) nor did their interaction
(𝑝 = 0.41). Further post hoc analysis demonstrated that the ball-
and-stick representation demanded more mental effort than both
the cartoon (𝑝 = 0.03) and surface (𝑝 < 0.0001) models. However,
there was no significant difference in mental demand between the
cartoon and surface models (𝑝 = 0.08).

The ART analysis for frustration revealed significant effects of
protein representations (F2,209 = 6.36, 𝑝 < 0.01) and eye-gaze
visualizations (F3,209 = 5.18, 𝑝 = 0.001), with no interaction (𝑝 =

0.15). Post hoc tests indicated ball-and-stick significantly increased
frustration over cartoon (𝑝 = 0.01) and surface (𝑝 < 0.01). GazeTrail
was significantly less frustrating than GazePoint (𝑝 < 0.01) and
GazeArrow (𝑝 < 0.01), with no other differences.

Effort was significantly influenced by protein representations
(F2,209 = 6.53, 𝑝 < 0.01) but not by eye-gaze visualizations (𝑝 = 0.13)
or their interaction (𝑝 = 0.42). Ball-and-stick demanded more effort
than cartoon (𝑝 = 0.01) and surface (𝑝 < 0.01), with no significant
difference between the latter two.

5.4.3 Eye-Gaze Visualization Rankings. The ART analysis for over-
all ranking (1: most preferred, 4: least preferred) showed no sig-
nificant main effects of protein representations (𝑝 = 0.99), but
significant main effects of eye-gaze visualizations (F3,209 = 25.45,
𝑝 < 0.0001) and a significant interaction between protein represen-
tations and eye-gaze visualizations (F6,209 = 7.83, 𝑝 < 0.0001).

Post hoc pairwise comparisons revealed that GazePoint was sig-
nificantly less preferred compared to GazeTrail and GazeSpotlight
across protein representations (𝑝 < 0.0001 for both). GazeArrow
was also less preferred compared to GazeTrail and GazeSpotlight
(𝑝 < 0.0001 for both). No significant preference difference was
found between GazeTrail and GazeSpotlight (𝑝 = 0.65).

Given the significant interaction effect, the Friedman test was
used to assess the differences in gaze visualization rankings within
each protein representation type. This test helps determine if the
ranking preferences vary significantly among different visualiza-
tions within each specific protein representation. This analysis
found significant differences for cartoon (𝜒2 (3) = 12.12, 𝑝 < 0.01),
ball-and-stick (𝜒2 (3) = 16.38, 𝑝 < 0.001), and surface (𝜒2 (3) =

31.86, 𝑝 < 0.0001) models (see Figure 6). Specifically, for the cartoon
representation, GazeTrail was preferred over GazePoint (𝑝 < 0.05).
For ball-and-stick, GazeTrail was favoredmore than GazeArrow and
GazePoint (𝑝 < 0.01 each). Within the surface category, GazeAr-
row was less preferred than GazePoint (𝑝 < 0.01), GazeSpotlight
(𝑝 < 0.001), and GazeTrail (𝑝 < 0.01); additionally, GazePoint was
less favored than GazeSpotlight (𝑝 < 0.01).

5.5 Discussion
In this section, we reflect on the key findings of our user study.
Through the analysis of gaze path similarity, NASA-TLX scores,
and participant preferences, we aim to identify which eye-gaze
visualizations are most effective, depending on the protein repre-
sentations, for facilitating discussions in a VR environment centered
on complex molecular structures.

5.5.1 Reflecting on Gaze Path Similarity Metric. Overall, partici-
pants were able to track the instructor’s gaze path using all four
eye-gaze visualizations across each type of protein representation,
as illustrated in Figure 5. They found the surface model to be the
easiest to follow because it presents a seamless, smooth contour
that encapsulates the molecule’s volume (see Figure 4).

In contrast, the cartoon model simplifies the protein’s struc-
ture into distinct geometric shapes, such as alpha-helices and beta-
sheets. However, as shown in Figure 2, this simplification introduces
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Figure 7: NASA-TLX scores for cartoon representation, indi-
cating mean task load values on a scale of 1 to 7, where lower
scores are favorable, except for the performance metric. Er-
ror bars represent standard deviation.

Figure 8: NASA-TLX scores for ball-and-stick representation,
indicating mean task load values on a scale of 1 to 7, where
lower scores are favorable, except for the performancemetric.
Error bars represent standard deviation.

Figure 9: NASA-TLX scores for surface representation, indi-
cating mean task load values on a scale of 1 to 7, where lower
scores are favorable, except for the performance metric. Er-
ror bars represent standard deviation.

greater variability in spatial depth, creating gaps and spaces be-
tween elements, which makes it more difficult for participants to
track the instructor’s dynamic gaze movements. This difficulty is re-
flected in the DTW distance measurements, where the mean DTW
distance for the cartoon representation is 306.94% higher compared
to the surface representation.

The ball-and-stick model, which represents atoms as spheres
and bonds as sticks, is more detailed than the cartoon model and
less continuous than the surface representation. Since this model is
denser compared to the cartoon, it offers reduced depth variability
(see Figure 3), leading to more consistent and aligned gaze paths
between the instructor and participants. Consequently, it yields an
intermediate DTW distance that is 46.47% lower than the cartoon
representation but 117.84% higher than the surface representation.

5.5.2 Reflecting on NASA-TLX Measures and Eye-Gaze Visualiza-
tion Rankings. For each protein representation, NASA-TLX scores
frequently varied across different eye-gaze visualizations, but gaze
path similarity did not. This suggests that while participants tracked
the instructor’s gaze equally well with all visualizations, the effort
and cognitive load required differed. Certain visualizations made it
easier for participants to process and comprehend the information.

In cartoon representations of complex proteins, participants oc-
casionally found it difficult to quickly locate the instructor’s gaze
with simple visualizations like GazePoint and GazeArrow, as these
markers could temporarily get lost within the structure, particu-
larly when their colors matched those of the protein chains. In
this context, GazeArrow was slightly preferred over GazePoint due
to its larger size. Participants noted that GazeSpotlight’s lighting
effectively highlighted the instructor’s current focus within the
cartoon model. However, gaps between the structure’s elements
sometimes diminished its effectiveness by affecting light reflection.
Most participants found GazeTrail the most helpful, as its continu-
ous trail made it easier to anticipate the instructor’s gaze direction,
especially when they momentarily lost track of it within the protein
structure while focusing on the verbal description. This continuous
feature distinguished GazeTrail from the other, more discrete visu-
alizations. During the interview, several participants commented,
“For smaller proteins like the NOX2-p22phox complex, GazePoint or
GazeArrow works well for following the instructor’s gaze throughout
the tutorial. However, for larger proteins (i.e., MCTPs, Fzo1, PvdRT-
OpmQ) represented in cartoons, I would personally prefer GazeTrail
as it provides a continuous, easier-to-follow path that accommodates
the greater variability in spatial depth in the structure".

The ball-and-stick model’s detailed atomic-level interactions sig-
nificantly increased participants’ mental and temporal demands,
frustration, and effort compared to the cartoon and surface models.
This increase was due to the need to rapidly process fine-grained
information, track multiple interactions simultaneously, and navi-
gate a densely packed visual field, making the task more cognitively
taxing. Multiple participants (P2, P3, P8, P11, P19) remarked, “Dur-
ing the tutorial, as the instructor explained how GABA binds to the
receptor using the ball-and-stick model, I had to closely follow the
instructor’s eye-gaze to pinpoint specific atoms in GABA interacting
with residues in the receptor, navigating through a dense network
of atoms. But it wasn’t just about seeing where the instructor was
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looking—I also needed to mentally piece together how these atoms in-
teracted, like forming hydrogen bonds or salt bridges, and understand
how these interactions led to biological functions, such as channel
opening and chloride ion flow, based on the verbal description. Balanc-
ing this dual task of following the gaze references and processing the
verbal explanation, all while shifting focus between different atomic
groups, made the experience more cognitively demanding than the
cartoon and surface models".

Regarding eye-gaze visualization preferences for the ball-and-
stick model, participants’ feedback was similar to that for the car-
toon model. They reported that GazePoint and GazeArrow could
easily become lost within the protein structure due to the model’s
density. Tracking the instructor’s gaze was more difficult with Gaze-
Point than with GazeArrow, as its shape blended with the atoms. A
common observation among participants was, “Although I appre-
ciated the subtle design of GazePoint, I found it a bit frustrating to
follow the instructor’s gaze with it". GazeTrail was the most effective,
offering continuous tracking. Interestingly, GazeSpotlight’s lighting
worked better in this dense model, which led to it being the second
most preferred visualization among participants.

In terms of performance scores on the NASA-TLX, the surface
model outperformed both the cartoon and ball-and-stick models.
Most participants mentioned, “Following the instructor’s gaze in the
surface model of the GABA-A receptor was easier due to the clear,
continuous view of the protein’s exterior. The smooth contours allowed
me to quickly identify where the instructor was focusing, without
getting into the detailed internal structures like in the cartoon or
ball-and-stick models. The simplicity of the surface model made it
straightforward to understand how different ligands (i.e., propofol,
etomidate, phenobarbital, and diazepam) interact with the protein".

In the surface model, GazePoint was generally effective, though
it occasionally became less visible due to its size or when its color
resembled that of the protein chains. Most participants did not pre-
fer GazeArrow as it frequently became occluded or hidden behind
surface contours due to its three-dimensional shape and vertical
orientation. Unlike GazePoint, which lies directly on the surface,
the GazeArrow extends above the surface at the participant’s gaze
point (see Figure 4(A) and Figure 4(B)). This positioning makes it
susceptible to being partially or fully obscured by the protein’s
surface features, especially in concave regions, pockets, or grooves.
Similar to the cartoon and ball-and-stick models, GazeTrail facil-
itated tracking of the instructor’s dynamic gaze on the surface.
However, some participants pointed out that the appearance of
floating particles was visually unappealing and generated visual
clutter, particularly when examining protein pockets. GazeSpot-
light emerged as the most favored visualization; its lighting blended
nicely with the surface, providing an aesthetically pleasing effect.
Participants were particularly impressed by how GazeSpotlight
illuminated the pockets during examination.

Moreover, it was observed that none of the participants paid
attention to the instructor avatar during the sessions. This was
expected because each of the 12 conditions was very short (approx-
imately 2 minutes), requiring participants to follow the instructor’s
gaze on the protein structure while simultaneously paying atten-
tion to the verbal description. There was no opportunity to look
away from the protein, as they were all focused on following the

pre-recorded tutorial. Nevertheless, a few participants expressed
sensitivity to GazeSpotlight’s bright illumination.

6 User Study - II
In our first user study, the use of pre-recorded sessions ensured
that all participants received identical visual and verbal stimuli,
eliminating variations that could arise in live, interactive settings.
This standardized approach allowed for reliable comparisons and
generalizable conclusions on preferred eye-gaze visualization across
different protein representation styles.

The purpose of the second study is to explore whether sharing
bi-directional eye-gaze cues enhances real-time collaborative dis-
cussions about proteins, compared to a baseline condition without
eye-gaze sharing. In a live, interactive setting, participants and in-
structors can dynamically interact, ask questions, and adjust their
focus based on the discussion’s flow, leading to a more tailored and
responsive learning experience.

6.1 Study Design and Procedure
The study involved 20 unpaid participants (P1-P20), comprising
12 males and 8 females, aged between 23 to 36 years (mean age:
27.21), who were randomly paired. Four of the participants had
not taken part in our first user study. All were structural biologists
who regularly used molecular visualization tools like VMD [48],
Chimera [76], and PyMOL [21] in their research. Most participants
were novices in AR/VR technology, and all had either normal or
corrected-to-normal vision.

To facilitate engaging collaborative sessions, we asked each pair
to discuss the protein they regularly use in their molecular dynam-
ics simulations. Each dyad participated in four discussion sessions,
each lasting about seven minutes. In the first two sessions, one par-
ticipant acted as the ‘instructor’, explaining the protein’s properties
while the other followed along and asked questions. Roles were
switched for the last two sessions. During their turns, participants
first described their proteins using the cartoon representation, fol-
lowed by the surface representation. The ball-and-stick model was
not used separately, as GazeTrail was preferred for both the cartoon
and ball-and-stick representations in the first user study. To avoid
redundancy, we selected the cartoon representation. Additionally,
most participants incorporated ligands in the ball-and-stick style
within their protein structures, making a separate emphasis on this
model less necessary. In each dyad, the eye-gaze condition was
randomly assigned to both sessions of one participant. In the gaze
condition sessions, participants used handheld controllers to ma-
nipulate the protein (e.g., changing its position, rotation, and zoom)
while relying on eye-gaze for pointing. GazeTrail was employed
for the cartoon representation and GazeSpotlight for the surface
representation. This design aimed to assess the effectiveness of eye-
gaze as a mutual awareness cue during molecular discussions in VR,
isolating its impact by minimizing the use of manual pointing. In
the no eye-gaze condition, they utilized controllers for pointing and
manipulating the protein. In both conditions, only one participant
at a time could manipulate the protein.

Upon arrival at our lab, participants completed a pre-study ques-
tionnaire on their demographic details and AR/VR experience, and
signed a consent form. They were briefed on the study objectives
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and tested the GazeMolVR system in pairs after calibrating their
eyes with the HTC VIVE Pro Eye headset. During the actual ex-
periment, each participant’s individual protein was loaded into
our system and color-coded by chains. The study was conducted
in a room divided into two sections, each measuring 3 meters in
length, 3 meters in width, and 2.5 meters in height, where partic-
ipants were physically separated but could freely speak to each
other. Each section was calibrated using the HTC VIVE Lighthouse
system. Participants used teleportation to navigate in the VR envi-
ronment. They were embodied in avatars that stood side by side
during the discussions, ensuring a shared viewpoint. Unlike in the
first user study, participants were allowed to move independently
within the scene to explore the protein from different perspectives,
depending on the specific aspects they were discussing. Addition-
ally, their eye-gaze visualizations were represented in red and blue,
respectively. After each condition, a short interview was conducted
to assess their collaborative experience, focusing on mutual and
self-awareness of visual focus, mutual understanding of spatial
references, deictic pointing, avatar embodiment, and preferences.
The study took about an hour and was conducted in line with our
institute’s ethics committee guidelines, which do not require formal
approval for this type of experiment.

6.2 Discussion
The presence of bi-directional eye-gaze cues enabled participants
to seamlessly track each other’s visual attention, thus aligning
their focus and enhancing collaboration efficiency compared to the
baseline condition. Throughout the interview, many participants
mentioned, “Eye-gaze cues served as an implicit signal and required
no effort. It feels more connected. By seeing where my partner was
looking on the protein, I could dynamically adjust my explanations,
making them easier to understand". This mutual awareness of visual
focus facilitated deictic pointing (e.g., ‘this’, ‘that’, ‘here’, ‘there’),
streamlining discussions about proteins by allowing participants to
directly observe and follow their partner’s gaze, pinpointing areas
of interest without complex verbalizations. Similar findings were
reported in previous studies [15, 52–54]. Conversely, in the no eye-
gaze condition, pairs often sought confirmation by asking, “Do you
see where I am pointing with the controller?". This frequent use of
explicit verbal confirmations to synchronize their spatial references
slowed the flow of discussion. Additionally, some participants noted
that they occasionally observed the other participant’s avatar to
discern their focus within the virtual environment based on the
direction of their head.

In the gaze condition, participants observed that during general
conversational phases—such as discussing the protein’s broader bi-
ological role, research context, or experimental findings—there was
often no need to focus on specific parts of the protein structure. In
these situations, gaze visualizations felt redundant and sometimes
distracting, especially during longer discussions. They suggested
that controller ray-based pointing would be more appropriate for
these broader conversations, if needed. This distraction issue was
also pointed out by Yang et al. in their remote tutoring experiment
with eye-gaze [96]. Furthermore, participants highlighted specific
contexts during molecular discussions where sharing bi-directional
eye-gaze cues significantly enhanced collaboration. For example,

when a question focused on a particular area of the protein, bi-
directional gaze cues helped confirm that collaborators were paying
attention to the same detail. P7 and P9 commented, “When I asked
about the active site, the bi-directional gaze cues made it obvious that
we were both focused on the same spot, so I could jump straight into
my question without having to double-check where we were looking".
Similarly, when one collaborator explained interactions between
a protein region and ligands, these gaze cues ensured that their
partner was following along. Another context where bi-directional
gaze cues were particularly useful was during the exploration of
the protein’s interior in surface representation. The interior sur-
faces often appeared darker due to rendering techniques, making
it difficult to see details. In these cases, the GazeSpotlight proved
invaluable by enhancing visibility and facilitating the discussion
of biological interactions within the protein structure. Participants
also suggested implementing an easily accessible toggle button to
activate or deactivate gaze cues as needed, allowing for smoother
transitions between detailed structural discussions and broader,
context-driven conversations—similar to the suggestion by Jing et
al. [51] to use contextual speech input for visualizing shared gaze
cues between remote collaborators.

Participants found it slightly challenging to maintain their at-
tention on a specific area of the cartoon model while explaining,
compared to the surface model, due to the cartoon’s inherent spa-
tial depth variability (e.g., gaps and spaces between alpha-helices
and beta-sheets). Additionally, they remarked that using hand ges-
tures during explanations felt instinctive, which sometimes led to
spontaneous controller pointing, even in the gaze condition. Lastly,
participants occasionally confused their eye-gaze cue with their
partner’s and had to either adjust their focus or rely on memorizing
their assigned cue color to distinguish between them.

Overall, all participants considered sharing bi-directional eye-
gaze cues to be very useful and interesting. They also mentioned
that this was their first experience with such a collaborative interac-
tion space and emphasized that further practice would be necessary
to fully synchronize all actions, including manipulating the protein,
verbal descriptions, eye-gaze, and controller pointing.

7 Design Implications
Our research provides valuable insights into the effective use of eye-
gaze visualizations for facilitating remote collaborative discussions
about proteins in virtual reality. The design implications derived
from our findings are outlined below:

• Availability of All Eye-Gaze Visualizations: All four eye-
gaze visualizations (GazePoint, GazeArrow, GazeSpotlight,
and GazeTrail) should be available for each type of protein
representation (cartoon, ball-and-stick, and surface). This
ensures the system remains flexible and user-centered, al-
lowing users to select the gaze visualization that best suits
their needs and preferences. As demonstrated in our study,
participants were able to successfully follow the instructor’s
tutorial using any of the eye-gaze visualizations across all
types of protein representations (see 5.5.1 for details).

• Default Visualization Settings: While all visualizations
should be available, the default eye-gaze visualization set-
tings can be optimized based on the preferences observed
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in the study (see 5.5.2 for details). GazeTrail should be set as
the default for cartoon and ball-and-stick models due to its
effectiveness in tracking gaze across complex and densely
packed structures, owing to its continuous path. Conversely,
GazeSpotlight should be the default choice for surface repre-
sentations, as it enhances visibility and focus by effectively
illuminating specific areas during discussions about proteins
with smooth, continuous surfaces.

• Bi-Directional Eye-Gaze Cues for Real-Time Collabo-
ration: Sharing bi-directional eye-gaze cues enhances real-
time collaborative discussions about proteins in VR by im-
proving focus alignment and reducing the need for verbal
confirmations, especially when discussing specific protein
areas. However, these cues can become distracting during
broader conversations, suggesting the need for a toggle op-
tion to turn them on or off as needed. Integrating controller-
based pointing with eye-gaze cues could offer a more versa-
tile approach, allowing users to select the most appropriate
tool depending on the specific context and requirements of
their discussion (see 6.2 for details).

8 Limitations and Future Work
Our studies shed light on the potential of eye-gaze visualizations in
collaborative molecular discussions; however, this section addresses
the main limitations of our research and offers suggestions for
future exploration.

In our first user study, we focused on the three most commonly
used protein representations: cartoon, ball-and-stick, and surface.
However, it would be valuable to explore the effectiveness of eye-
gaze visualizations for other representations, such as wireframe,
space-filling, van der Waals surface, and electrostatic potential
maps. Broadening this investigation could offer important insights
into optimizing gaze-based interactions across a wider range of
molecular visualization techniques. Additionally, our study evalu-
ated eye-gaze visualizations using isolated proteins. In contrast, real
molecular dynamics simulations often include proteins visualized
alongside solvents or lipids. Future research should explore how
these gaze visualizations support collaborative discussions in such
dynamic and complex environments.

Currently, our second study is limited to collaborative molecular
discussion tasks and relies solely on subjective feedback, with no
quantitative evaluation. While focusing on protein discussions is
valuable for understanding the impact of sharing bi-directional eye-
gaze cues, this approach doesn’t fully reflect real-world use cases.
Tasks like collaborative searching (e.g., identifying AlphaFold3 pre-
diction errors, locating ligand binding sites, or finding docking sites)
are more aligned with the practical needs of researchers, instructors,
and students. Inspired by previous work [17, 52–54], expanding
our study to include these tasks could provide a more comprehen-
sive evaluation of eye-gaze cues in various collaborative scenarios,
especially in educational contexts.

Our both studies focused on dyadic interactions, using sym-
metric eye-gaze visualizations to share attention cues between two
participants. While this approach effectively explored bi-directional
eye-gaze cues, it does not address the complexities of multi-user

3https://deepmind.google/technologies/alphafold/

settings, where managing multiple gaze paths and attention cues
becomes more challenging. Further research is needed to develop
strategies for visualizing and coordinating mutual gaze awareness
in group discussions, where attention dynamics are more complex.

Another limitation of our studies is that all participants were
experienced researchers, either doctoral students or postdoctoral re-
searchers, with significant expertise in structural biology. To better
understand the potential of eye-gaze visualizations in collaborative
settings, especially in educational contexts, it would be valuable
to conduct similar studies with participants of varying levels of
expertise, such as both novices and experts.

Furthermore, eye-tracking in low-cost VR HMDs is often limited,
leading to the use of head-tracking-based FoV frustum visualization
as a proxy for eye movements [6, 77, 78]. Although this method
is less precise, it remains functional for identifying user focus. A
significant challenge arises in hybrid setups where one user utilizes
eye-tracking and another relies solely on head-tracking. Research
into how these distinct tracking methods can be synchronized to
effectively share mutual gaze awareness cues during collaborative
molecular discussions would be valuable.

9 Conclusion
In this work, we developed GazeMolVR to facilitate collaborative
exploration and discussion of protein structures and biological func-
tions within a VR environment. By integrating four distinct gaze
representations—GazePoint, GazeArrow, GazeSpotlight, and Gaze-
Trail—we enabled remote pairs to share bi-directional eye-gaze cues,
enhancing mutual awareness of visual focus. Our findings from the
first study indicate that users preferred GazeTrail for discussing pro-
teins depicted in cartoon and ball-and-stick models, while GazeSpot-
light was preferred for surface representations. Additionally, our
second study confirmed that sharing bi-directional gaze cues sig-
nificantly enriched collaborative interactions by aligning visual
attention and promoting coordinated discussions compared to a
baseline condition with no gaze cues.

10 Supplementary Material
The code and demo videos of the GazeMolVR prototype are avail-
able at https://github.com/collabmolviz/GazeMolVR.
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